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Related TechnologiesRelated Technologies

� Data Mining (DM): the extraction of interesting non-
trivial, implicit, previously unknown and potentially 
useful information or patterns from data in large 
databases.

� Software Agent (SA): a software entity that acts 
autonomously (on behalf of another entity) in a goal-
oriented manner. It is able to perceive its environment 
through sensors and act on it through effectors.

� Multi-agent Systems (MAS): a Software Engineering 
methodology for developing applications with the 
deployment of agents and agent primitives.
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Merging TechnologiesMerging Technologies (2/2)(2/2)

� Software agents have been repeatedly used for 
executing DM tasks, but

� DM results have not, yet, been dynamically 
incorporated to MAS

The reason: The inductive nature of DM and the lack 
of the appropriate tools hinders the unflustered 

incorporation of knowledge to MAS
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Presentation Outline (1/3)Presentation Outline (1/3)

1 Basic Primitives of DM technology

� Data Preprocessing

� DM Techniques:

� Cluster Analysis – Unsupervised Learning

� Classification – Supervised Learning

� Association Rules

2 Data Mining & Semantics

3 Embedding Domain Knowledge into DM 
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Presentation Outline (2/3)Presentation Outline (2/3)

4 Data Mining Applications & Trends

5 Intelligent Agents

� Definitions

� Attributes & Communication

6 Agent Intelligence Infusion 

� The Levels of Intelligence Infusion

� Tools

� Methodologies 
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Presentation Outline (3/3)Presentation Outline (3/3)

7 MAS exploiting DM extracted intelligence

� An ERP add-on for intelligent CRM/SRM

� A near real-time EMS

� A decentralized maintenance management 
system

� A self-organizing MAS, “in danger”

� An agent-based, e-auction system

8 Open Issues
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Part 1 Part 1 -- IntroductionIntroduction



Agent Intelligence through Data Mining 18/9/2006

ECML/PKDD 2006 - Berlin 5

Agent Intelligence through Data Mining

18/09/2006 10ECML/PKDD 2006, Berlin, Germany

AUTHAUTH

MotivationMotivation
Data explosion problem
Automated data collection tools and 
mature database technology lead to 
tremendous amounts of data stored in 
databases, data warehouses and other 
information repositories

Data warehousing and 
data mining
9 Data warehousing and on-
line analytical processing
9 Extraction of interesting 
knowledge (rules, regularities,  
patterns, constraints) from 
data in large databases

Knowledge Starvation
The need to see through and 
interpret all this “useless” data

Parts of the 
KDDKDD process
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The KDD processThe KDD process

What is KDD?

Knowledge Discovery in Databases (KDD) is the extraction of 
interesting non-trivial, implicit, previously unknown and 
potentially useful information or patterns from data in large 
databases.

What is Data Mining?
Data Mining is the most important step in the KDD process, 
consisting of applying data analysis and discovery algorithms 
that, under acceptable computational efficiency limitations, 
produce a particular enumeration of patterns over the data.
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Data Mining related technologiesData Mining related technologies

99 Machine LearningMachine Learning
99 Knowledge Extraction Knowledge Extraction –– Extended retrievalExtended retrieval
99 Data/Pattern AnalysisData/Pattern Analysis
99 Statistical Analysis Statistical Analysis 
99 Business IntelligenceBusiness Intelligence

99 (Deductive) query processing.   (Deductive) query processing.   
99 Expert systems or small ML/statistical programsExpert systems or small ML/statistical programs

What is not data mining
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Data Mining vs. Machine LearningData Mining vs. Machine Learning

�� The size of the dataset is different:The size of the dataset is different:
9 For machine learning, datasets are loaded to main memory 

– thus small
9 For data mining, there is no such restriction (usually large 

datasets)

�� The objective is different:The objective is different:
9 ML focuses on the inference mechanisms involved in the 

learning process
9 DM focuses on the business exploitation of extracted results
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Data Mining vs. Extended RetrievalData Mining vs. Extended Retrieval

�� The approach is different: The approach is different: 
9 Extended Retrieval (ER) is based on individual examples 

(retrieved and stored as analogs), whereas DM is ONLY
interested in a flood of data.

�� The extracted knowledge is different:The extracted knowledge is different:
9 DM generated knowledge contains the condensed 

information extracted from structured databases. In the 
case of ER knowledge comes through the mapping of 
structure information

�� ER and DM are complementary approachesER and DM are complementary approaches

Agent Intelligence through Data Mining

18/09/2006 15ECML/PKDD 2006, Berlin, Germany

AUTHAUTH

Data Mining vs. Statistical AnalysisData Mining vs. Statistical Analysis

�� The objective of statistical data analysis:The objective of statistical data analysis:
9 To model the underlying structures in order to lead to 

evaluation hypothesis.

�� For SA Computational efficiency is not a For SA Computational efficiency is not a 
concernconcern

�� Data for SA are static and clean and datasets Data for SA are static and clean and datasets 
are smallare small

�� The inference procedure is different:The inference procedure is different:
9 SA procedure involves repeated sampling under a given 

statistical model from an unknown distribution of the data
9 DM seeks to identify modeling procedures with a high 

probability of near-optimality over all possible 
distributions of data.   
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DisciplinesDisciplines

Data Mining

Database 
Technology Statistics

Other
Disciplines

Information
Science

Machine
Learning Visualization
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Why data Mining?Why data Mining?

�� Data mining is a Data mining is a computercomputer--drivendriven application, as it application, as it 
is performed by computers and not by humans.is performed by computers and not by humans.

�� Data mining solves the Data mining solves the ““query formulationquery formulation””
problem.problem.

�� Data mining confronts the visualisation and Data mining confronts the visualisation and 
understanding of large data sets.understanding of large data sets.
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Data Mining

Proactive and 
summarizing data analysis

0000’’ss

Data Warehousing & 
DSS

Multiple-level dynamic and 
summarizing data analysis

9090’’ss

Data Access

Dynamic and summarizing
data analysis

8080’’ss

The evolutionThe evolution……

Data Collection

Static and summarizing
data analysis

6060’’ss
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The KDD process in detail (1/3)The KDD process in detail (1/3)

1. Identify the goal of the KDD process:
Develop an understanding of the application domain 
and the relevant prior knowledge.

2. Create a target data set:
Select a data set, or focus on a subset of variables or 
data samples, on which discovery will be performed.

3. Clean and pre-process data:
Remove noise, handle missing data fields, account 
for time sequence information and known changes.
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4. Reduce and project data:
Find useful features to represent the data depending 
on the goal of the task.

5. Identify data mining method:
Match the goals of the KDD process to a particular 
data mining method: e.g. summarization, 
classification, regression, clustering, etc.

6. Choose a data mining algorithm:
Select method(s) to be used for searching for 
patterns in the data. 

7. Apply data mining

The KDD process in detail (2/3)The KDD process in detail (2/3)
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8. Evaluate data mining results:
Interpret mined patterns, possibly return to steps 1-7 
for further iteration.

9. Consolidate discovered knowledge:
Incorporate this knowledge into another system for 
further action, or simply document it and report it to 
interested parties.

The KDD process in detail (3/3)The KDD process in detail (3/3)
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TaskTask--
relevant relevant 

DataData

Pattern EvaluationPattern Evaluation

Data IntegrationData Integration

Unformatted Unformatted 
datadata

Data Data 
WarehouseWarehouse

Data CleaningData Cleaning

SelectionSelection

A graphical representation of the A graphical representation of the 
KDD processKDD process
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Data MiningData Mining
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� Relational databases

� Data warehouses

� Transactional databases

� Object-oriented and object-
relational databases

� Spatial databases

Data Mining: On What Kind of Data? (1/2)Data Mining: On What Kind of Data? (1/2)
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Data Mining: On What Kind of Data? (2/2)Data Mining: On What Kind of Data? (2/2)

� Time-series data and temporal data

� Text databases and multimedia databases

� Heterogeneous and legacy databases

� Genomics databases

� World Wide Web
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Data Mining Functionalities (1/6)Data Mining Functionalities (1/6)

Concept description
� Data characterization: Summarize the features of the class 

under study (target class) in general terms.
9 E.g. Summarize the characteristics of customers who spent more than 

$1000 during 2003.

� Data discrimination: Compare the feature of the target class 
with one or a set of comparative classes (contrasting classes).
9 E.g. Create a comparative profile of customers that shop often to 

customers that shop rarely in our store

� Usual concept description outputs are:
9 Characteristic rules
9 Discriminant rules
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Data Mining Functionalities (2/6)Data Mining Functionalities (2/6)
Association (correlation and causality)
� The discovery of association rules showing attribute-value 

conditions that frequently occur

� Widely used for market-basket analysis and transaction data 
analysis

Example:
If the age of a customer is between 20 and 29 and his income 
is between $20.000 and $29.000, then he buys a PC with a 
certainty of 60%:

Age(“20-29”) ^ Income(“$20..$29K”) ⇒
Buys(“PC”) 

[support = 2%, confidence = 60%]
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Data Mining Functionalities (3/6)Data Mining Functionalities (3/6)

Cluster analysis
� The identification of a finite set of categories or clusters to 

describe the data. 

� Class label is unknown: The training data does not have any!!!

� Clustering principle: Objects that belong to the same cluster 

must be similar to each other, while objects that belong to 

different clusters must be dissimilar to each other. 

Example
Identify homogeneous subpopulations of customers.
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Data Mining Functionalities (4/6)Data Mining Functionalities (4/6)

Classification and Prediction 
� The process of finding a set of models (or functions) 

that describe and distinguish data classes or concepts.
� The derived model is based on the analysis of training 

data, whose class label is known.
� The derived model can be presented as: 
9 Classification rules (If-Then rules)
9 Decision tree (A flow-chart-like tree structure) 
9 Mathematical formulae
9 Neural Networks

Examples
9 Classify countries based on climate
9 Classify cars based on gas mileage
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Data Mining Functionalities (5/6)Data Mining Functionalities (5/6)

Outlier analysis
� Identify outliers in a set of data.

� Outlier: a data object that does not comply with the general 

behavior of the data

� It can be considered as noise or exception but is quite useful in 

fraud detection, rare events analysis

Example

Discovery of fraudulent usage of credit cards.
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Data Mining Functionalities (6/6)Data Mining Functionalities (6/6)

Trend and evolution analysis
� Trend and deviation:  regression analysis

� Sequential pattern mining, periodicity analysis

� Similarity-based analysis

Other pattern-directed or statistical analysis
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Are all the Are all the ““DiscoveredDiscovered”” Patterns Interesting?Patterns Interesting?

A data mining system/query may generate thousands of patterns. 
Not all of them are interesting!!!

Interestingness
A pattern is interesting if it is easily understood by humans, 
valid on new or test data with some degree of certainty, 
potentially useful, novel, or validates some hypothesis that a user 
seeks to confirm.
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Are all the Are all the ““DiscoveredDiscovered”” Patterns Interesting?Patterns Interesting?

Different types of Interestingness
� Objective: based on statistics and the structure of discovered 

patterns

9 Support, 

9 Confidence, etc.

� Subjective: based on user’s belief in the data

9 Unexpected,

9 Novel, 

9 Actionable, etc.

An interesting pattern represents knowledge
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Major Issues in Data Mining (1/3)Major Issues in Data Mining (1/3)

Mining methodology and user interaction
� Mining different kinds of knowledge in databases
� Interactive mining of knowledge at multiple levels of 

abstraction
� Incorporation of background knowledge
� Data mining query languages and ad-hoc data mining
� Expression and visualization of data mining results
� Handling noise and incomplete data
� Pattern evaluation: the interestingness problem
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Major Issues in Data Mining (2/3)Major Issues in Data Mining (2/3)

Performance and scalability
� Efficiency and scalability of data mining algorithms
� Parallel, distributed and incremental mining methods

Issues relating to the diversity of data types
� Handling relational and complex types of data
� Mining information from heterogeneous databases and global 

information systems (WWW)
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Major Issues in Data Mining (3/3)Major Issues in Data Mining (3/3)

Issues related to applications and social impacts
� Application of discovered knowledge

9 Domain-specific data mining tools

9 Intelligent query answering

9 Process control and decision making

� Integration of the discovered knowledge with existing knowledge: A 
knowledge fusion problem

� Protection of data security, integrity, and privacy



Agent Intelligence through Data Mining 18/9/2006

ECML/PKDD 2006 - Berlin 18

Agent Intelligence through Data Mining

18/09/2006 38ECML/PKDD 2006, Berlin, Germany

AUTHAUTH

SummarySummary

9Mining can be performed on a variety of 
information repositories
9Data mining functionalities: characterization, 

discrimination, association, classification, 
clustering, outlier and trend analysis, etc.
9 Classification of data mining systems
9Major issues in data mining
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Part 2Part 2--
Data Data PreprocessingPreprocessing
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1. Data cleaning

2. Data integration

3. Data transformation

4. Data reduction

5. Data discretization

Major Tasks in Data PreprocessingMajor Tasks in Data Preprocessing
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Data cleaning tasks

� Fill in missing values

� Identify outliers and smooth out noisy data 

� Correct inconsistent data

1. Data Cleaning1. Data Cleaning

Real-world data tend to be “dirty” and incomplete…
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Data is not always available
� Many tuples have no recorded value for several attributes, 
i.e. customer income in sales data

Missing data may be due to:
� Equipment malfunction

� Inconsistency with other recorded data and thus deleted

� Data not entered due to misunderstanding

� Certain data may not be considered important at the time of entry

� History or changes of the data may not be registered

Missing data may need to be inferred.

Missing DataMissing Data
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Noise: Random error or Variance in a measured variable.

Incorrect attribute values may be due to:
� Faulty data collection instruments
� Data entry problems
� Data transmission problems
� Technology limitation
� Inconsistency in naming convention 

Other data problems which require data cleaning:
� Duplicate records
� Incomplete data
� Inconsistent data

Noisy DataNoisy Data
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Data integration: Integration of multiple databases, data 
cubes, or files. Data integration combines data from multiple 
sources into a coherent store.

Schema integration
9 Integrate metadata from different sources
9 Entity identification problem: identify real world entities from 
multiple data sources, e.g., A.cust-id ≡ B.cust-id#

Detecting and resolving data value conflicts
9 For the same real world entity, attribute values from different 
sources are different
9 Possible reasons: different representations, different scales, e.g., 
metric vs. British units

2. Data Integration2. Data Integration
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� Smoothing: remove noise from data

� Aggregation: summarization, data cube construction

� Generalization: concept hierarchy climbing

� Normalization:
scaled to fall within a small, specified range:
9min-max normalization

9z-score normalization

9normalization by decimal scaling

� Attribute/feature construction: 
New attributes constructed from the given ones

3. Data Transformation3. Data Transformation
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� Data reduction: Obtains a reduced representation of 
the data set that is much smaller in volume, but yet 
produces the same (or almost the same) analytical results

� Data reduction strategies

9 Data cube aggregation

9 Dimensionality reduction

9 Numerosity reduction

9 Discretization and concept hierarchy generation

4. Data Reduction Strategies4. Data Reduction Strategies
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5. Data 5. Data DiscretizationDiscretization (1/2)(1/2)

Part of data reduction but with particular 
importance

Discretization methods are applied both on numeric
and categorical data

Discretization methods for categorical data

9 Specification of a partial ordering of attributes explicitly at the 
schema level by users or experts

9 Specification of a portion of a hierarchy by explicit data grouping

9 Specification of a set of attributes, but not of their partial ordering
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Mainstream DM techniquesMainstream DM techniques

� Clustering

� Classification

� Association Rules
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Part 3 Part 3 –– ClusteringClustering
(Unsupervised Learning)(Unsupervised Learning)
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Cluster AnalysisCluster Analysis

The identification of a finite set of categories or 
clusters to describe the data.
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What is a Cluster?What is a Cluster?

Cluster is the collection of data objects that are:

9Similar to one another within the same cluster

9Dissimilar to the objects in other clusters

Clustering: The BasicsClustering: The Basics……

Clustering as learning:Clustering as learning:

Clustering is unsupervised learning, which means that 
there are no predefined classes and no examples
that would show what kind of desirable relations 
should be valid among the data. 
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Clustering criteriaClustering criteria

9 High intra-cluster similarity
9 Low inter-cluster similarity

Cluster 1

x

x

Cluster 3

Cluster 2

x

Inter-class 
similarity

Intra-class
similarity
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Requirements of Clustering in Requirements of Clustering in 
Data MiningData Mining

� Scalability

� Ability to deal with different types of attributes

� Discovery of clusters with arbitrary shape

� Minimal requirements for domain knowledge to 
determine input parameters

� Able to deal with noise and outliers

� Insensitive to order of input records

� High dimensionality

� Interpretability and usability
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Steps to develop a clustering process Steps to develop a clustering process 

1 1 Feature selectionFeature selection
Select properly the features on which clustering is to be 
performed

2 2 Clustering algorithmClustering algorithm
9Proximity measure. 
9Clustering criterion

3 3 Validation of the resultsValidation of the results
The correctness of clustering algorithm results is verified 
using appropriate criteria and techniques

4 4 Interpretation of the resultsInterpretation of the results
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�� Technique usedTechnique used in order to define clusters
9Partitional Methods
9Hierarchical Methods
9Density-Based Methods
9Grid-Based Methods

� The type of variablestype of variables
9Statistical – Numerical Data
9Conceptual- Categorical Data

�� TheoryTheory used in order to extract clusters
9Fuzzy Clustering
9Crisp Clustering
9Kohonen net clustering

A Categorization of Clustering MethodsA Categorization of Clustering Methods
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�� PartitionalPartitional method:method: Decompose the data set into a 
set of k disjoint clusters.

Problem DefinitionProblem Definition

Given an integer k, find a partition of k clusters that 
optimizes the chosen partitioning criterion

Partitioning Algorithms: Basic ConceptPartitioning Algorithms: Basic Concept

ℜ: Best partitioning algorithm representative:

The KK--MeansMeans Method
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E x mK k c x
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k
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2

The KThe K--Means Clustering MethodMeans Clustering Method
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�� AdvantagesAdvantages
9Relatively efficient: O(tkn), where n is the number of objects, 
k is the number of clusters, and t is the number of iterations. 

9Normally, k, t << n.

9Often terminates at a local optimum.

�� ProblemsProblems
9Applicable only to numerical data sets

9Need to specify the number of clusters in advance

9Unable to handle noisy data and outliers

9Not suitable to discover clusters with non-convex shapes

Comments on the KComments on the K--Means MethodMeans Method
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A way of overcoming the K-Means Method 
problems is the K-Medoids method

The KThe K--MedoidsMedoids Clustering MethodClustering Method

Medoid: a representative object in clusters.

Most Known K-Medoids Algorithms:

�� PAMPAM (Kaufmann & (Kaufmann & RousseeuwRousseeuw, 1987), 1987)

�� CLARACLARA (Kaufmann & (Kaufmann & RousseeuwRousseeuw, 1990), 1990)

�� CLARANSCLARANS (Ng & Han, 1994): Randomized sampling(Ng & Han, 1994): Randomized sampling
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Hierarchical Clustering AlgorithmsHierarchical Clustering Algorithms

�� BIRCH (1996):BIRCH (1996): uses CF-tree and incrementally adjusts 
the quality of sub-clusters

�� CURE (1998):CURE (1998): is robust to outliers and identifies 
clusters of non-spherical shapes.

�� ROCK (1999):ROCK (1999): is a robust clustering algorithm for 
Boolean and categorical data. It introduces two new 
concepts, that is a point's neighboursneighbours and linkslinks.
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BIRCH BIRCH -- CFCF

� What is the CF? A triplet summarizing information 
about subclusters of objects. The CF of a subcluster is 
defined as: 

CF = (N, LS, SS)

N: Number of data points

LS: ∑N
i=1=Xi  SS: ∑N

i=1=Xi
2

�� Scales linearly:Scales linearly: Finds a good clustering with a single 
scan and improves the quality with a few additional scans.

� Problem:Problem: Handles only numeric data, and is sensitive to 
the order of the data record.
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�� ClusteringClustering based on density (local cluster criterion), 
such as density-connected points.

� Major features:
9Discover clusters of arbitrary shape
9Handle noise
9Need density parameters as termination condition

� Representative algorithms:

99DBSCANDBSCAN: Ester, et al. (KDD’96)
99DENCLUEDENCLUE: Hinneburg & D. Keim (KDD’98)

DensityDensity--Based Clustering AlgorithmsBased Clustering Algorithms
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� Relies on a densitydensity--basedbased notion of cluster:  A clustercluster
is defined as a maximal set of density-connected points

� Discovers clusters of arbitrary shape in spatial 
databases with noise

Core

Border

Outlier

Eps = 1cm

MinPts = 5

DBSCANDBSCAN
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1. Arbitrary select a point p

2. Retrieve all points density-reachable from p w.r.t. 
Eps and MinPts.

3. If p is a core point, a cluster is formed.

4. If p is a border point, no points are density-
reachable from p and DBSCAN visits the next point of 
the database.

5. Continue the process until all points are processed.

DBSCAN: The AlgorithmDBSCAN: The Algorithm

Agent Intelligence through Data Mining

18/09/2006 73ECML/PKDD 2006, Berlin, Germany

AUTHAUTH

Part 4 Part 4 -- ClassificationClassification
(Supervised Learning)(Supervised Learning)
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ClassificationClassification can be described as a function that maps 
(classifies) a data item into one of the several predefined 
classes. 

RequirementsRequirements
9 A well-defined set of classes
9 A training set of pre-classified examples characterize 
the classification.

Classification Classification 

GoalGoal
Induce a model that can be used to classify future 

data items whose classification is unknown.
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� Bayesian classification

� Decision Trees

� Neural Networks 

Classification MethodsClassification Methods
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Bayesian classificationBayesian classification

Aim: To classify a sample x to one of the given classes c1, c2,.., cN
using a probability model defined according to Bayes theory

RequirementsRequirements
9 A priori probability for each class ci. 
9 Conditional probability density function p(x/ci)∈[0,1]

⇓⇓ BayesBayes FormulaFormula

Posterior probability

A pattern is classified in the class with the highest posterior probability. 

ProblemProblem:: Complete knowledge of probability laws is necessary in 
order to perform the classification 

( ) ( )
( ) ( )

q c x
p x c p c

p x c p c
i
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j
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RequirementsRequirements
9 Clusters (categories)
9 A training set of pre-classified data.

One of the most widely used techniques for 
classification and prediction. 

Decision TreesDecision Trees

CharacteristicsCharacteristics

9 Internal node: A test of an attribute 

9 Branch descending of a node: One of the possible values 
for this attribute

9 Leaf: One of the defined classes
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Decision TreesDecision Trees

A decision tree example:

ooututlooklook

sunny

humidityhumidity
overcast rain

windwind

PP
high normal

PPNN

true false

NN PP

The mechanism
� Building phase: The training data set is recursively partitioned until 
all the instances in a partition have the same class

� Pruning phase: Nodes are pruned to prevent over fitting and to 
obtain a tree with higher accuracy
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Decision tree algorithms differ on the test criterion 
for partitioning a set of records 

�� ID3, C4.5:ID3, C4.5: Information gain algorithms

�� CLS:CLS: Examines the solution space of all possible decision 
trees to some fixed depth. It selects a test that minimizes 
the computational cost of classifying a record. 

�� SLIQ, SPRINT:SLIQ, SPRINT: select the attribute to test, based on 
the GINI index

Decision Tree AlgorithmsDecision Tree Algorithms
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The mechanism
Step 1:
9 If all instances in C are positive, then create YES node and halt.
9 If all instances in C are negative, create a NO node and halt.
9 Otherwise select an attribute, A with values v1, ..., vn and create 
a decision node.

Step 2:
Partition the training instances in C into subsets C1, C2,...,Cn

according to the values of A.

Step 3: 
Apply the algorithm recursively to each of the sets Ci.

ID3 : The AlgorithmID3 : The Algorithm
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� A statistical property, called information gaininformation gain, is used.

� The information needed to identify the class of an element of S, 
called Entropy of SEntropy of S, is:

ID3: Definitions (1/2)ID3: Definitions (1/2)

ℜℜ: : How does ID3 decide which How does ID3 decide which 
attribute is the best?attribute is the best?

where p(I) is the proportion of S belonging to class I.

2( ) ( )log ( )Info S p I p I=∑
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ID3: Definitions (2/2)ID3: Definitions (2/2)

� The information needed to identify the class of an element of S, 
Info (S,A)Info (S,A), , after we partition S on basis of the value of an 
attribute A into sets Sv:

Gain(S, A) = Info(S) – Info ( S,A)

�� Gain(S, A)Gain(S, A) is information gain of example set S on attribute A.

( , ) [( / ) ( )]v vInfo S A S S Entropy S= ×∑
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Outlook Temperature Humidity Wind Play_ball
Sunny Hot High Weak No
Sunny Hot High Strong No
Overcast Hot High Weak Yes
Rain Mild High Weak Yes
Rain Cool Normal Weak Yes
Rain Cool Normal Strong No
Overcast Cool Normal Strong Yes
Sunny Mild High Weak No
Sunny Cool Normal Weak Yes
Rain Mild Normal Weak Yes
Sunny Mild Normal Strong Yes
Overcast Mild High Strong Yes
Overcast Hot Normal Weak Yes
Rain Mild High Strong No

ID3: ExampleID3: Example
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OutlookOutlook

Sunny RainyOvercast

?

Which attribute will be the root node ?
Gain(S, Outlook) = 0.246

Gain(S, Temperature) = 0.029

Gain(S, Humidity) = 0.151

Gain(S, Wind) = 0.048

ID3 : Attribute SelectionID3 : Attribute Selection

Gain(Sunny, Humidity) = 0.970

Gain(Sunny, Temperature) = 0.570

Gain(Sunny, Wind) = 0.019

NoNo

OutlookOutlook

Sunny RainyOvercast

HumidityHumidity

High Normal

YesYes

Agent Intelligence through Data Mining

18/09/2006 85ECML/PKDD 2006, Berlin, Germany

AUTHAUTH

OutlookOutlook

Sunny Rain
Overcast

HumidityHumidity

High Normal

NoNo YesYes

YesYes
WindWind

Strong Weak

NoNo YesYes

ID3 Example : Final Decision TreeID3 Example : Final Decision Tree
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C4.5C4.5 is an extension of ID3extension of ID3 that accounts for:

� Unavailable values

� Continuous attribute values ranges

� Pruning of decision trees

� Rule derivation

C4.5C4.5
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PART 5 PART 5 ––
Association RulesAssociation Rules

SS1 1 ⇒⇒ SS22
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The problem:

Given:
1) database of transactions, 
2) each transaction is a list of items (purchased 
by a customer in a visit)

Find: All rules that correlate the presence of one set 
of items with that of another set of items

Association mining: The ideaAssociation mining: The idea……
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Association mining
Finding frequent patterns, associations, correlations, 
or causal structures among sets of items or objects in 
transaction databases, relational databases, and 
other information repositories.

Association mining: The solutionAssociation mining: The solution……
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The basic concepts on rule miningThe basic concepts on rule mining……

Support:Support: There is enough support for the rule S1=>S2 if 
the number of records whose attributes include S1 or S2 is 
at least minsupp.

Confidence: Confidence: We have enough confidence in an 
association rule if the ratio of records having attributes 
that include S1 or S2 over records having attributes that 
include S1 is at least minconf. 
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Association Rule: a definitionAssociation Rule: a definition

An An association ruleassociation rule is an expression of the form is an expression of the form 
S1=>S2 where where S1, S2 are sets of attributes with are sets of attributes with 

sufficient support and confidence.sufficient support and confidence.
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An association rule A=>BA=>B is thought to be 
interestinginteresting when:

P(A∩B)
P(A) - P(B)>d

where dd is an appropriate value

When to pick an association rule?When to pick an association rule?
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TransactionID Items Bought

2000 A,B,C

1000 A,C

4000 A,D

5000 B,E,F

Customer
buys diaper

Customer
buys both

Customer
buys beer

What is the support and 
confidence for the rules:
1) A ⇒ C   2) C ⇒ A

1) A and C appear in 2 of the 4 transactions, so support is 50%. In 
addition, A appears in 3 transactions, two of which contain C too, 
so confidence is 2/3=66,6%.

2) A and C appear in 2 of the 4 transactions, so support is 50%. In 
addition, A appears in all the transactions that C appears, so 
confidence is 2/2=100%.

Counting Confidence and SupportCounting Confidence and Support……
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Frequent itemsets: Sets of items that have minimum 
support
� A subset of a frequent itemset must also be a frequent itemset

9 i.e., if {A B} is a frequent itemset, both {A} and {B}
should be frequent itemsets

� Iteratively find frequent itemsets with cardinality from 1 to k (k-
itemset)

� Use the frequent itemsets to generate association rules.

Mining Frequent Mining Frequent ItemsetsItemsets::
the Key Stepthe Key Step
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Association rule algorithmsAssociation rule algorithms

�� AprioriApriori

�� DHPDHP

�� TrieTrie Data StructureData Structure

�� Iceberg QueriesIceberg Queries
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Procedure Synopsis:Procedure Synopsis:
� Constructs a set of large items
� Counts the number of each set’s appearances
� Determines large itemsets on a predetermined 

minsupp

The major StepsThe major Steps……
1) Join Step: Ck is generated by joining Lk-1 with itself

2) Prune Step: Any (k-1)-itemset that is not frequent 
cannot be a subset of a frequent k-itemset

The The AprioriApriori AlgorithmAlgorithm
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Candidate generationCandidate generation--Pseudo CodePseudo Code

In order to estimate Ck, Apriori uses Lk-1× Lk-1. Then Ck consists 
of all (k-1)-itemsets. 

Ck: Candidate itemset of size k

Lk : frequent itemset of size k

L1 : {frequent items};

1

2

L⎡ ⎤
⎢ ⎥
⎣ ⎦

Pseudo-code:
for (k = 1; Lk !=∅; k++) do begin
Ck+1 = candidates generated from Lk;
for each transaction t in database do
increment the count of all candidates in Ck+1 that are 

contained in t
Lk+1 = candidates in Ck+1 with min_support

end
return ∪k Lk;



Agent Intelligence through Data Mining 18/9/2006

ECML/PKDD 2006 - Berlin 44

Agent Intelligence through Data Mining

18/09/2006 98ECML/PKDD 2006, Berlin, Germany

AUTHAUTH

1. L3={abc, abd, acd, ace, bcd}

2. Self-joining: L3 × L3

9 abcd from abc and abd

9 acde from acd and ace

3. Pruning:

9 acde is removed because ade is not in L3

4. C4={abcd}

Candidate Generation ExampleCandidate Generation Example……
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Association Rule ExtractionAssociation Rule Extraction
An ExampleAn Example……

TID Items
100 1 3 4
200 2 3 5
300 1 2 3 5
400 2 5

itemset sup.
{1} 2
{2} 3
{3} 3
{4} 1

{5} 3

itemset sup.

{1} 2
{2} 3
{3} 3

{5} 3

Scan D

C1 L1

itemset

{1 2}
{1 3}
{1 5}
{2 3}

{2 5}
{3 5}

itemset sup
{1 2} 1
{1 3} 2
{1 5} 1
{2 3} 2

{2 5} 3
{3 5} 2

itemset sup
{1 3} 2
{2 3} 2
{2 5} 3
{3 5} 2

L2
C2

C2

Scan D

C3 L3

itemset
{2 3 5} Scan D
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� Hash-based itemset counting: A k-itemset whose 
corresponding hashing bucket count is below the threshold 
cannot be frequent

� Transaction reduction: A transaction that does not 
contain any frequent k-itemset is useless in subsequent 
scans

� Partitioning: Any itemset that is potentially frequent in DB 
must be frequent in at least one of the partitions of DB

� Sampling: Mine on a subset of given data, lower support 
threshold + a method to determine the completeness

� Dynamic itemset counting: Add new candidate itemsets
only when all of their subsets are estimated to be frequent

Methods to Improve Methods to Improve AprioriApriori’’ss EfficiencyEfficiency
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  DHPDHP

 Creates a hashing table that controls the legitimacy of k-
itemsets and reduces dramatically the size of C2 and the 
itemset database in result.

  FTDAFTDA
 It is used in order to extract association rules on 

quantitative values. Fuzzy methods are applied and fuzzy 
rules are extracted.

Integration Algorithms (1/2)Integration Algorithms (1/2)
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PartitionPartition

Divides the itemset database and applies only two scans 
in order to execute the algorithm.

DICDIC

Optimization through dynamic itemset counting.

TRIE Data StructureTRIE Data Structure
 Used to create covers: itemsets that have greater than or 

equal to a specified minimum support threshold. 
 Extracts exclusive association rules.

Integration Algorithms (2/2)Integration Algorithms (2/2)
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Exclusive Association RulesExclusive Association Rules

Definition:
We say that, is an excluding association, 
if S1, S2 and S3 are mutually disjoint and the following 
conditions hold:

S1 ∪ S2 => S3

supp(S1 ∪S3)
supp(S1) <minconf1.

2. supp(S1 ∪S3) - supp(S1 ∪S2∪S3) ≥ minsupp

3. supp(S1 ∪S3) - supp(S1 ∪S2∪S3)

supp(S1) - supp(S1 ∪S2)
≥ minconf
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Part 7 Part 7 --
Data Mining and SemanticsData Mining and Semantics
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The different perspectives on The different perspectives on 
SemanticsSemantics

� The DM community refers to semantics as a 
way of representing knowledge by the use of 
“some” unified language

� The AI community deals with semantics as a 
way of creating meta-knowledge through the 
refinement of decision structures 
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DM Perspective DM Perspective –– The ReasonsThe Reasons……

� Each DM tool uses a different way of describing 
knowledge (same metrics, same concepts)

� Not all tools provide all dm techniques

� In order to incorporate results in your system, 
reusability is now mandatory 
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The SolutionThe Solution……

� The development of a modeling 
language, that would allow users to: 
9Develop models within one vendor's 

application
9Use other vendors' applications to test, 

visualize, analyze, evaluate or otherwise 
use the models
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The LanguageThe Language……

PMMLPMML
Predictive Markup Model Language

http://www.dmg.org

9 Developed by the DMG (Oracle, SAS, SPSS, MineIt, 
etc.)

9 XML-based language, with its own DTD, mistakes 
are difficult to occur

9 It has a stable version (2.0) 
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A PMML document exampleA PMML document example

� The Play_Golf model: A model that decides whether 
the golf game should be played, depending on 
humidity, wind, temperature and weather outlook.

� After performing data mining on the Play_Golf dataset, 
the resulting decision tree is: 

And the resulting PMML document is :
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AI perspective AI perspective ––The ReasonsThe Reasons……

� In order to incorporate meta-knowledge into data 
mining, new interestingness measures are 
applied, in order to indicate the validity of the 
knowledge extracted, according to domain 
understanding.

9Fuzzy weights

9Penalty matrices
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Part 8 Part 8 --
New data mining algorithms: New data mining algorithms: 

the AI waythe AI way……
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The new agentThe new agent--oriented oriented 
algorithmalgorithm……

� The need to develop an algorithm that deals with agent 
actions has led us to the development of κ-Profile.

� κ-Profile is a data mining mechanism that was first 
introduced for the dynamic segregation of web 
roaming attitudes.

� It is now being adapted in order to be able to predict 
agent behaviors and actions.
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The web roaming mechanismThe web roaming mechanism……

Offline
9 Data extraction
9 Data preprocessing
9 Transaction identification
9 Pageview identification
9 Clustering
9 Profiling

Online
9 Active session
9 Recommendation
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Techniques and Algorithms usedTechniques and Algorithms used

� Weighted vectors
9FIS (Fuzzy Inference 

System)

� Clustering
9Simple k-means 
9Maximin

�� Profiling Profiling 
9 The k-Profiler

�� RecommendationRecommendation

�� EvaluationEvaluation
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Data PreprocessingData Preprocessing

� Transaction vectors
9 Outliers
9 Robots, spiders, etc.

� Pageview vectors
9 Homepage
9 Banners, etc.
9 Very frequent pages
9 Very rare pages

� Fuzziness
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ClusteringClustering andand ProfilingProfiling

� Maximin
9 Decides on the number of 

clusters
9 Finds primary cluster 

centers 

� Simple k-means
9 Creates transaction clusters

� K-Profiler
9 Creates the transaction profiles
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κκ--Profiler Profiler –– From theoryFrom theory......
T = {t1, t2, …, tm} – Transaction Set

P = {p1, p2, …, pn} – Pageview Set

t = <w(p1,t), …, w(pn,t)> – Transaction Vector

TC = {c1, c2, ... , ck} – Transaction Groups

prc = {<p,weight(p, prc)> | p∈P, weight(p, prc) ≥ μ}
– User Profiles

�weight(p, prc) =
1

( , )
| | t C

w p t
c ∈
⋅ ∑
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ProfileProfile 11

GroupGroup 11
t1 = {p1, p2}

t2 = {p3, p7}

t3 = {p1, p7}
X

X

X

p1: (1+1)/3 = 66,67%

p2: 1/3 = 33,33%

p3: 1/3 = 33,33%

p7: (1+1)/3 = 66,67%

k-Profiler
filter >50%

(p1, 0.6667)

(p7, 0.6667)

... ... to practiceto practice
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The Recommendation engineThe Recommendation engine

User profile C = {w , w , …, w }

where w =

match(S, C) =

Rec(S, p) =

UREC(S) = {w | C∈UP, and Rec(S, w) ≥ ρ}

1
C

2
C C

n

( , ),

0,
i iweight p C p C

otherwise

∈⎧
⎨
⎩

2 2( ) ( )

C
k k

k

C
k k

k k

w S

S w

⋅

×

∑

∑ ∑

( , ) ( , )weight p C match S C⋅
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Work on agentsWork on agents

� Modeling agent actions according to the 
‘κ-Profile’ paradigm
� Implementation of the agent behavior that 

shall incorporate the recommendation 
engine into the agents
� Testing and dissemination…
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Part 9 Part 9 --
Data Mining Applications Data Mining Applications 

and Trendsand Trends
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9 Web mining
9 Biomedical and DNA data analysis
9 Financial data analysis
9 Retail industry
9 Telecommunication industry

9 Market analysis and management

9 Risk analysis and management

9 Fraud detection and management

Basic Data Mining application domainsBasic Data Mining application domains
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Web mining Web mining -- Data on the WebData on the Web

� Primary data (Web content):
9 Mainly text, with some multimedia content and mark-up 

commands.
9 Underlying databases (not directly accessible).

� Secondary data (Web usage):
9 Access logs collected by a Web server.
9 A variety of navigational information collected by Web 

clients.
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Approaches to Web miningApproaches to Web mining

� Web content mining:
9 Pattern discovery in Web content data.
9 Mainly mining unstructured textual data.

� Web structure mining
9 Pattern discovery in the Web graph.
9 The graph is defined by the hyperlinks.

� Web usage mining
9 Discovery of interesting usage patterns.
9 Mainly in server logs.
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Web content miningWeb content mining

� Information Access
9 Document category modeling
9 Construction of thematic hierarchies

� Fact Extraction
9 Extraction of product information, presented in different 
formats

� Information Extraction
9 Structured “event” summaries from large textual corpora
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Web structure mining (1/2)Web structure mining (1/2)

� Information retrieval can be improved by:
9 Identifying authoritative pages.
9 Identifying resource index pages.
9 Summarizing common references.

� Linked pages often contain complementary information 

(e.g. product offers).

� Structural analysis of a Web site facilitates its 

improvement.
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Web structure mining (2/2)Web structure mining (2/2)

� Social network analysis:
9 Nodes with large fan-in (authorities) provide high quality 

information.
9 Nodes with large fan-out (hubs) are good starting points.

� Disconnected subgraphs correspond to different 

social (e.g. research) communities.
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Web Usage Mining (1/2)Web Usage Mining (1/2)

Personalization:
� Better service for the user:
9 Reduction of the information overload.
9 More accurate information retrieval and extraction. 

� Customer relationship management:
9 Customer segmentation and targeted advertisement.
9 Customer attraction and retention strategy.
9 Service improvement (site structure and content).
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Web Usage Mining (2/2)Web Usage Mining (2/2)

Data collection

Data pre-processing

Pattern discovery

Knowledge post-processing

Collection of usage data by the 
server and the client.

Data cleaning, user identification, 
session identification  

Construction of user models  

Report generation, visualization, 
personalization module.
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� DNA sequences: 4 basic 
building blocks (nucleotides):
9 adenine (A) 
9 cytosine (C) 
9 guanine (G)
9 thymine (T) 

� Gene: a sequence of hundreds of 
individual nucleotides arranged in 
a particular order

Biomedical Data Mining and DNA Biomedical Data Mining and DNA 
Analysis (1/2)Analysis (1/2)
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� Tremendous number of ways that the nucleotides can 
be ordered and sequenced to form distinct genes

� Semantic integration of heterogeneous, distributed 
genome databases
9 Current: highly distributed, uncontrolled generation and use of 

a wide variety of DNA data
9 Data cleaning and data integration methods developed in data 

mining will help

Biomedical Data Mining and DNA Biomedical Data Mining and DNA 
Analysis (2/2)Analysis (2/2)
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Data Mining for Financial Data Analysis (1/2)Data Mining for Financial Data Analysis (1/2)

� Financial data collected in banks and financial institutions are
often relatively complete, reliable, and of high quality

� Design and construction of data warehouses for 
multidimensional data analysis and data mining
9 View the debt and revenue changes by month, by region, by sector, 

and by other factors
9 Access statistical information such as max, min, total, average, trend, 

etc.

� Loan payment prediction/consumer credit policy 
analysis
9 feature selection and attribute relevance ranking
9 Loan payment performance
9 Consumer credit rating
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� Classification and clustering of customers for 
targeted marketing
9 Multi-dimensional segmentation by nearest-neighbor, 

classification, decision trees, etc. to identify customer groups
or associate a new customer to an appropriate customer 
group

� Detection of money laundering and other financial 
crimes
9 Integration of data from multiple DBs (e.g., bank 

transactions, federal/state crime history DBs)
9 Tools: Data visualization, linkage analysis, classification, 

clustering tools, outlier analysis, and sequential pattern 
analysis tools (find unusual access sequences)

Data Mining for Financial Data Analysis (2/2)Data Mining for Financial Data Analysis (2/2)
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� Retail industry: Huge amounts of data on sales, 
customer shopping history, etc.

� Applications of retail data mining:
9 Identify customer buying behaviors

9 Discover customer shopping patterns and trends

9 Improve the quality of customer service

9 Achieve better customer retention and satisfaction

9 Enhance goods consumption ratios

9 Design more effective goods transportation and distribution 
policies

Data Mining for Retail IndustryData Mining for Retail Industry
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� A rapidly expanding and highly competitive industry 
and a great demand for data mining
9 Understand the business involved

9 Identify telecommunication patterns

9 Catch fraudulent activities

9 Make better use of resources

9 Improve the quality of service

� Multidimensional analysis of telecommunication data
9 Intrinsically multidimensional: calling-time, duration, location of 

caller, location of callee, type of call, etc.

Data Mining for TelecommunicationsData Mining for Telecommunications
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� Data types:
9 Relational

9 Transactional

9 Text

9 Time sequence 

9 Spatial, etc. 

� Data sources:
9 ASCII text files, multiple relational data sources
9 support ODBC connections (OLE DB, JDBC)?

� Need for multiple dimensional views in selection 

Data Mining Tools Data Mining Tools -- Criteria (1/3)Criteria (1/3)
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Data Mining Tools Data Mining Tools -- Criteria (2/3)Criteria (2/3)

� Data mining functions and methodologies:
9 One vs. multiple data mining functions
9 One vs. variety of methods per function

� Coupling with DB and/or data warehouse systems:
9 Four forms of coupling: no coupling, loose coupling, semi-tight 

coupling, and tight coupling.

� Scalability
9 Row (or database size) scalability
9 Column (or dimension) scalability
9 Course of dimensionality: it is much more challenging to make a

system column scalable that row scalable
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� Visualization tools
9 “A picture is worth a thousand words”
9 Visualization categories: data visualization, mining result 
visualization, mining process visualization, and visual data mining

� System issues
9 Running on only one or on several operating systems?
9 Client/server architecture?
9 Provide Web-based interfaces and allow XML data as input 
and/or output?

Data Mining Tools Data Mining Tools -- Criteria (3/3)Criteria (3/3)
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The Generations of DM systemsThe Generations of DM systems

� First generation: Systems that performed 
classification or clustering and were based on a 
certain algorithm

� Second generation: Systems that provide better 
support throughout the whole KDD process

� Third generation: Systems that deal with the 
business end user rather than advanced data analysis
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Part 10 Part 10 ––
Intelligent Agent Intelligent Agent 

TechnologyTechnology
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Positioning agents in the software Positioning agents in the software 
development processdevelopment process

� Agent technology is the next step in object-oriented 
programming.

� It satisfies all the requirements, while it supports major 
key properties, since agents are:
9 autonomous, 
9 goal-oriented, 
9 cooperative, 
9 communicative, 
9 adaptive…
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Agents: A systemAgents: A system--building paradigmbuilding paradigm

Related
Technologies

Distributed SystemsDistributed Systems

Mobile CodeMobile Code

Database &Database &
Knowledge base Knowledge base 

TechnologyTechnology
Machine LearningMachine Learning

AI & CognitiveAI & Cognitive
ScienceScience

Information RetrievalInformation Retrieval

agents
2004

objects
1982

structured 
programming

1974= =
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Intelligent Agents: An IntroIntelligent Agents: An Intro……

� Intelligent Agents (IAs) are considered to be 
very important because they promise to change 
the way that people interact with computers.

� The underpinning concepts of IAs can be traced 
back to the early years of Artificial Intelligence -
40 years ago

� Research on IAs is considered to be in its first 
stages
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Definitions of AgentsDefinitions of Agents

� There is not a consensus definition of IAs!!!

� There are several operational definitions:
9Dictionary Definition
9Common Definition Patterns
9Definition of IAs based on their characteristics
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Dictionary DefinitionDictionary Definition

“An agent is one who acts for or in An agent is one who acts for or in 
the place of another by authority from the place of another by authority from 

himhim…… “



Agent Intelligence through Data Mining 18/9/2006

ECML/PKDD 2006 - Berlin 68

Agent Intelligence through Data Mining

18/09/2006 149ECML/PKDD 2006, Berlin, Germany

AUTHAUTH

Common Definition PatternsCommon Definition Patterns

An agent is a software entity that…
� Acts autonomously in a goal-oriented manner
� Functions continuously
� Acts on behalf of another entity (human, IA)
� Is able to perceive its environment through 

sensors and act on it through effectors
� Employs some degree of knowledge
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Attributes of an Agent (1/2)Attributes of an Agent (1/2)

� Autonomy
� Interactivity
9Reactivity
9Pro-activity

� Adaptivity
� Sociability
� Collaborative Behavior
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Attributes of an Agent (2/2)Attributes of an Agent (2/2)

� Competitiveness
� Temporal Continuity
� Personality
� Mobility
� Learning
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Taxonomies of Agents (1/2)Taxonomies of Agents (1/2)

Nwana’s 3 dimensional classification:

Collaborative Collaborative 
Learning AgentsLearning AgentsSmartSmart

AgentsAgents

Collaborative Collaborative 
AgentsAgents Interface AgentsInterface Agents

LearnCooperate

Autonomous
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Taxonomies of Agents (2/2)Taxonomies of Agents (2/2)

We can also classify agents by:
� What they do (Web Search, Information Filtering, 

Notification, Financial Services, Entertainment, etc.)

� Where they act (Desktop, Internet, Intranet)

� The degree of the characteristics they enjoy
(Mobile, Collaborative, Reactive, etc.)

� A Combination of the above (Hybrid Agents)
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Underlying TechnologiesUnderlying Technologies

� Technologies for Developing Agents
9 Internal Infrastructure
9Programming Languages
9Standards for distributed computing 

� Agents Communication
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Internal InfrastructuresInternal Infrastructures

� Knowledge-based expert systems

� Agents and Objects

� AI technologies (Neural Networks, Genetic 
Algorithms, Fuzzy Systems)
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Programming LanguagesProgramming Languages

9 Telescript
9 Smalltalk
9 JAVA
9 C++
9Other languages and development 

frameworks
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Standards for Distributed SystemsStandards for Distributed Systems

� CORBA (Common Object Request Broker 
Architecture)

� DCOM (Distributed Component Object 
Model)

� JAVA / RMI (Remote Method Invocation)
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Agent CommunicationAgent Communication

� KQML (Knowledge and Querying 
Manipulation Language)

� KIF (Knowledge Interchange Format)

� FIPA (Agent Communication Language)



Agent Intelligence through Data Mining 18/9/2006

ECML/PKDD 2006 - Berlin 73

Agent Intelligence through Data Mining

18/09/2006 159ECML/PKDD 2006, Berlin, Germany

AUTHAUTH

Some Important Issues of Agent DesignSome Important Issues of Agent Design

� Multi-agent architecture vs. Single-
agent architecture

� Mobility

� Security
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Why MAS instead of a Single Agent? (1/2)Why MAS instead of a Single Agent? (1/2)

� A single Agent that handles a great amount 
of tasks lacks performance, reliability, 
maintainability, etc.

� MAS can provide modularity, flexibility, 
modifiability, extensibility, due to 
Distributed Environments
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� A single Agent cannot obtain extensive and 
specialized knowledge

� A MAS can access more knowledge resources

� Applications requiring Distributed Computing 
are better supported by MAS

� Intelligence, in neuroscience terms, can be 
approached by a multi-processing system such 
as a wide distributed environment of MAS

Why MAS instead of a Single Agent? (2/2)Why MAS instead of a Single Agent? (2/2)
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MobilityMobility

� Mobility: The transportation of an Agent to remote 
services resources

� Rationale for mobility: Improved performance

� New requirements are introduced:
9 Presence of an agent server

9 Security

9 Common standards for IAs Communication

9 Complexities about system maintenance and IAs
identification in a distributed environment



Agent Intelligence through Data Mining 18/9/2006

ECML/PKDD 2006 - Berlin 75

Agent Intelligence through Data Mining

18/09/2006 163ECML/PKDD 2006, Berlin, Germany

AUTHAUTH

SecuritySecurity

9 Unauthorized disclosure

9 Unauthorized alteration

9 Unauthorized damage

9 Unauthorized copy and replay

9 Denial of Service

9 Repudiation

9 Spoofing and Masquerading
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Current Status of Agent Applications (2/2)Current Status of Agent Applications (2/2)

9 Electronic Commerce

9 Information Retrieval and Knowledge 
Management

9 Mobile Computing

9 Planning and Scheduling

9 Scientific Applications
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9 Distributed Project Management

9 Manufacturing

9 Networking

9 Other applications (economics, business, 
military, etc.)

9 Tools for Agent Development

Current Status of Agent ApplicationsCurrent Status of Agent Applications
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Standards and OrganizationsStandards and Organizations

9 AgentCities

9 AgentLink

9 FIPA

9 Knowledge Sharing Effort

9 OMG

9 Other Organizations (Agentx Working Group, 
International Foundation for MAS, 
Ontology.Org)
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Part 11 Part 11 ––
Agent Intelligence & Data Agent Intelligence & Data 

MiningMining
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The main problemThe main problem……

Data Mining Intelligent Agents

Do they need each other?Do they need each other?

Symbiosis?Symbiosis?
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Reasoning 
Agent

Software Agent Paradigm

Knowledge Discovery Roadmap

AgentAgent--oriented Software Engineeringoriented Software Engineering

Historical Data Knowledge Model

Application
Domain Agent Modelling

Agent
Type

Inference
Structure
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The main ideaThe main idea......

Data / Problem model Knowledge Extraction

Knowledge 
Model 1

Knowledge 
Model 2

Knowledge 
Model n

…….

Agent Modeling

..…

Agent 
Type 1

Agent 
Type 2

Agent 
Type m

Agent A Agent B

++

Agent E
Agent D

Agent C

++

Agent F

++
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The main goalThe main goal

� The development of a unified methodology that:
9 Takes logic limitations into account
9 Is supported by the appropriate tools
9 Has been applied to a satisfactory number of 

applications, in order to:

Provide the capability of dynamically incorporating 
knowledge to SAs and MAS. This knowledge has been 

extracted with the use of DM techniques
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Knowledge diffusion levelsKnowledge diffusion levels

� Extracting knowledge on a MAS application level:
9 Perform data mining techniques on application data, in order to 

discover useful rules – associations – patterns.

� Extracting knowledge on a MAS behavioral level:
9 Perform data mining techniques on agent behavior data, in order to 

predict their behaviors and, thus, reduce system work load. The 
extracted knowledge is related to agent actions.

� Extracting knowledge on evolutionary agent communities:
9 Deploy evolutionary DM techniques, in order to study societal issues. 

It has to do with the satisfaction of the goal of a community, which 
evolves and learns through interaction.
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Defining trainingDefining training

Training: The process of dynamically 
incorporating DM-extracted knowledge models 

to SAs and MAS.
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The MethodologyThe Methodology

Common 
steps

Behavior
Level

Application
Level

Evolutionary
Communities

Multi-agent system
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The Common stepsThe Common steps

Create agents

Create agent types

Create agent behaviors

Extract knowledge model

Apply data mining 
techniques

Instantiate 
application

Agent 
Monitoring

Create
Ontology

Retrain agents
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ApplicationApplication--oriented DMoriented DM……
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ApplicationApplication--oriented DMoriented DM……

� Data mining (clustering, classification…) is 
performed on application-specific data

� For example, develop a MAS that decides 
whether a golf game will be played, 
depending on humidity, outlook, wind, etc.

� The decision is extracted through data 
mining
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� A significant data volume must be available 
(the bigger the better)

� The DM expert has to decide on the best way 
to exploit the resulting knowledge

� The multi-agent system architecture has to 
seriously take into consideration specific 
limitations, such as the safety and 
soundness of the application.

PrerequisitesPrerequisites……
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AdvantagesAdvantages……

� The size of knowledge bases of intelligent 
agents can dramatically affect their 
performance. 

� Agent retraining on new data is feasible

� The retraining process can be automated
and dynamic, providing versatility to MAS 
implementation.
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An integrated tool for embedding data 
mining extracted intelligence into agents 

is Agent Academy (AA):
http://sourceforge.net/projects/agentacademy

Tools and techniquesTools and techniques……
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The AA hypothesisThe AA hypothesis……

Using Agent Academy and its data-mining 
capabilities, the MAS developer can reduce the 
effort required to:

a. Develop new or expand existing applications 
with intelligent agents, and

b. Upgrade them, as needed, by retraining the 
agents deployed
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The AAThe AA--1.0 architecture1.0 architecture……

Agent 
Factory

D
ata A

cquisition

Agent
Training
Module

Agent Use
Repository

Agent 
Request

Agent AcademyAgent Academy

Agent 
Tracking 

Data
WEB

Data 
Miner

Application 
Data

Agent 
Behavior Data
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Components of the AAComponents of the AA--1.0 System1.0 System

instantiated MAS

Agent Academy

AUR
DMM

ATM

Agent Factory (main GUI)

Protégé 2000-

Agent Types Definition

Behaviour Types Definition

MAS Creation Tool

Ontology definition

Application Data
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Agent FactoryAgent Factory

instantiated MAS

Agent Academy

AUR
DMM

ATM

Agent Factory (main GUI)

Protégé 2000-

Agent Types Definition

Behaviour Types Definition

MAS Creation Tool

Ontology definition

Application Data

1. Allows developers to design a 
complete agent-based scenario 
through GUIs

2. Agent behaviors are modeled as 
workflow processes and designed 
through a GUI
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Agent Use RepositoryAgent Use Repository

instantiated MAS

Agent Academy

DMM

ATM

Agent Factory (main GUI)

Protégé 2000-

Agent Types Definition

Behaviour Types Definition

MAS Creation Tool

Ontology definition

AUR

Application Data
1. A database for all the information

• Related with DMM: 

i. Application and tracking 
data

ii. Decision structures

• Related with AF and ATM: 

i. Ontologies

ii. Behavior types

iii.Agent types

iv.Agent instances

v. And more…

2. Application data stored in a generic 
way

3. Data structures defined by the 
ontologies
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Data Mining Module (DMM)Data Mining Module (DMM)

instantiated MAS

Agent Academy

AUR
DMM

ATM

Agent Factory (main GUI)

Protégé 2000-

Agent Types Definition

Behaviour Types Definition

MAS Creation Tool

Ontology definition

Application Data

1. DMM applies data mining techniques on 
“application data” and “tracking data”

2. “Application data” describe the application 
domain

3. “Tracking data” reveal agent-specific interaction 
patterns 
(mainly used for retraining)

4. Selection from a certain data set

5. Choice of specific DM algorithms

6. Allows the user to evaluate, store, visualize data 
mining results
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Agent Training Module (ATM)Agent Training Module (ATM)

instantiated MAS

Agent Academy

AUR
DMM

ATM

Agent Factory (main GUI)

Protégé 2000-

Agent Types Definition

Behaviour Types Definition

MAS Creation Tool

Ontology definition

Application Data

1. ATM keeps track of 

1. Which agent implements which 
behaviors

2. Which behavior uses which 
decision structures and physical 
assets

2. ATM informs the related agents

1. Whenever there is an update in 
the physical assets or 
modifications in the behaviors 

2. When a change in a decision 
structure is reported by DMM
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The Integrated PlatformThe Integrated Platform

instantiated MAS

Agent Academy

AUR
DMM

ATM

Agent Factory (main GUI)

XML
Application Data

Protégé 2000-

Agent Types Definition

Behaviour Types Definition

MAS Creation Tool

Ontology definition

Extraction of 
the decision 

model

Insertion of the 
decision model 

into agents

Instantiation 
of a new 

MAS Agent with 
reasoning

Dummy 
agents

Data 
storage

Design of agent 
application
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MultiMulti--Agent Scenario CreationAgent Scenario Creation

instantiated MAS

Agent Academy

AUR
DMM

ATM

Agent Factory (main GUI)

Protégé 2000-

Agent Types Definition

Behaviour Types Definition

MAS Creation Tool

Ontology definition

Instantiation 
of a new 

MAS

Agent with 
reasoning

Dummy 
agents

DSs
PAs
Ontologies

Insertion of the 
decision model 

into agents

ACL

RMI
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Agent RetrainingAgent Retraining

Application Developer

AA PlatformAA Platform

Application Owner

Knowledge
-base
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Retraining through DMMRetraining through DMM

instantiated MAS

Agent Academy

AUR
DMM

ATM

Agent Factory (main GUI)

Protégé 2000-

Agent Types Definition

Behaviour Types Definition

MAS Creation Tool

Ontology definition

JESS 
Rules new

decision model 

decision structure
id

RMI

Retrained
Agent

XML
Application Data1. Decision structures are 

modified by DMM

2. DMM passes the id of 
the modified DS to ATM

3. ATM obtains the content of the 
modified DS from AUR

4. ATM converts the DS into JESS rules

5. ATM informs the related task agents
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NeverthelessNevertheless……

� Although ambitious, AA-1.0 was not very 
easy to use. 
� No software code is produced (agent code 

is not transparent)
� Training and retraining is very complicated
� AA-1.0 is a MAS itself, inserting limitations 

on module communication
� This is why AA-2.0 has been released
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22

AAAA--2.0 Main Frame2.0 Main Frame

Behavior 
Design Tool

Agent 
Design Tool

MAS Design 
Tool

Project 
Management

(Clean – Build-Run
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22

AAAA--2.0 Project Actions2.0 Project Actions

Project 
Build

Successful

Project 
Notepad

Behaviors, 
Types, Agents 

etc
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AAAA--2.0 Behavior Design Tool2.0 Behavior Design Tool
Structured 

Source 
Code 

Editing 

Method 
Blocks

Behavior 
Tools`

Generated 
Source Code
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AAAA--2.0 Agent Design Tool2.0 Agent Design Tool

Generated 
Source Code 

Behavior 
Execution 

Debug Tool

Data Mining
Tool

Agent 
Behaviors Tab
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AAAA--2.0 Data Mining Steps2.0 Data Mining Steps
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AAAA--2.0 DM Integration2.0 DM Integration

Newly created AI 
Behavior ready to 

be imported

Add AI Behavior 
Button
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AAAA--2.0 MAS Design Tool2.0 MAS Design Tool

Add Agents 
into MAS 

Run Agent 
Scenario

Agents in 
MAS 

Agent State
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AAAA--2.0 Running Scenarios2.0 Running Scenarios

Agent is printing a 
message (Cyclic 

Behavior)

Agents is 
active

Agent present in 
JADE Platform
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Agent behaviorAgent behavior--oriented DMoriented DM……
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Why BehaviorWhy Behavior--oriented DM (1/2)oriented DM (1/2)

� Interaction among agents is crucial for the 
efficiency of MAS

9 New agents enter into the system without the 
necessary knowledge  and skills 

9 New agents are not able to learn from the others’
behavior 

9 It is not possible to define and represent a priori 
the relevant knowledge the agents need for the 
interaction
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Why BehaviorWhy Behavior--oriented DM (2/2)oriented DM (2/2)

� In order to improve its behavior, a new agent should 
act consistently with the knowledge and the 
behaviors (culture) of the other agents. 

� A way for supporting multi-agent interaction based 
on the idea of 

Implicit Culture (IC)
http://www.science.unitn.it/~pgiorgio/ic/
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The main idea of Implicit CultureThe main idea of Implicit Culture……

� A situation of the agent environment is 
represented as a set:

<a, <a, σσ, , tt>>
where:
9a: set of agents
9σ: set of scenes (environment + actions)
9 t: time slot

� The goal is to predict the next executed 
action 
� IC is realized through SICS…
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Systems for Implicit Culture Support (SICS)Systems for Implicit Culture Support (SICS)

� SICS main goals are to:
9Establish the implicit culture phenomenon 

and

9Propose the next expected situated actions 
based on the already “played” scenes.
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a

σt
α

b

σ’tβ c

σ”t
γ

G’
G

ε

The SICS architecture...The SICS architecture...

Observer DB

Observer stores in a data 
base the situated executed
actions of the agents of G.

Σ0Inductive
ModuleΣ

Inductive Module that,
using the data of the DB and 
the a priori theory Σo, induces 
a cultural constraint theory Σ.

Composer

Composer proposes to a 
group G’ a set of scenes such 
that the expected situated 
actions satisfy Σ.
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a

b
c

G’
G

ε

The SICS architecture...The SICS architecture...

Observer DB

Observer stores in a data 
base the situated executed
actions of the agents of G.

Σ0Inductive
ModuleΣ

Inductive Module that,
using the data of the DB and 
the a priori theory Σo, induces 
a cultural constraint theory Σ.

Composer

Composer proposes to a 
group G’ a set of scenes such 
that the expected situated 
actions satisfy Σ.

σt+1

σ’t+1

σ”t+1
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The methodologyThe methodology

Common
Steps

Application
Level

Evolutionary 
Communities

Behavior
Level

Multi-agent system
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Online processOffline process

Behavior level: The training Behavior level: The training 
frameworkframework

Recommendation 
Engine

Compare current action 
sequence 

with stored profiles

Produce recommendations
for agent actions

Agent action monitoring

Agent action dataset 
processing

Agent action monitoring

Profile storing

Apply Data Mining 
techniques

Agent action dataset processing
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� κ-Profile is a mechanism, 
which:
9Represents agent actions, 
9Creates agent action 

profiles, 
9Produces recommendations, 

and
9Evaluates them. 

The developed DM algorithmThe developed DM algorithm

Apply Maximin

Apply K-Means

Create profiles

Produce recommendations

Evaluate recommendations
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The parameters to determineThe parameters to determine......

� In order to develop a MAS with recommendation 
abilities (that follows the presented methodology), the 
parameters that have to be specified are:

1. All possible agent actions.

2. The specific MAS goal.

3. The fuzzy inference engine parameters.
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Knowledge extraction Knowledge extraction 
in agent communitiesin agent communities
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The orientationThe orientation……

� Self-organization is 100% pure AI 
(Artificial Intelligence) oriented
� A lot of research work on this topic…
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The goal of selfThe goal of self--organizing MASorganizing MAS……

� To achieve a certain MAS goal, through “self-
learning”
� Self-learning has to do with the penalties or 

awards the MAS receives whenever it performs 
an action.
� The most difficult part in developing a self-

organizing MAS is to find the best award/penalty 
function…
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The main technologiesThe main technologies……

� Neural Networks
9Mainly used for classification (the output is 

categorical)
9Really efficient when confronted with a specific 

problem

� Genetic Algorithms
9Mainly used for optimization problems, where 

dynamic programming cannot be used
9The correct representation of the problem is crucial
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Agent Communities Agent Communities (1/(1/22))

� Agent communities simulate problems that are 
complicated, heterogeneous and non-linear.

� The internal structure of such systems is 
inherently complicated, due to continually 
varying interactions.

� The goal of agent communities is collective, 
and its evaluation is done through indicators. 
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Agent Communities Agent Communities (2/(2/22))

� Agent communities do not offer historical data, 
for DM techniques to be applied on and 
knowledge models to be extracted.

� The presented approach is based on way 
evolutionary techniques can be exploited in 
order to augment agent community intelligence. 

� The knowledge extraction mechanism employed 
evaluates agent decisions (rewards or punishes) 
and updates the agent decision model.
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The methodologyThe methodology

Common
Steps

Application
Level

Behavior
Level

Evolutionary 
Communities

Multi-agent System
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Evolutionary communities Evolutionary communities ––
training frameworktraining framework

Genetic Algorithm
Mechanism

Decision Evaluation 
Mechanism

Agent action monitoring
Agent 

Knowledge 
Model

Agent action

Agent
Decision

Evaluation
Knowledge

Model
Update
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Part 12 –
MAS exploiting 

DM-extracted intelligence
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The presented systemsThe presented systems……

� An ERP add-on, providing intelligent policy 
recommendations on customer and supplier 
management.

� An intelligent environmental monitoring system.
� A decentralized maintenance management 

system.
� A self-organizing agent community “in danger”.
� An agent-based, e-auction system.
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The ERP addThe ERP add--onon

� Provides an Intelligent Shell on-top of an ERP, 
working in close cooperation with it.

� Incorporates intelligence inside a business process: the 
handling of a customer’s order.

� Makes a specific recommendation for a specific 
customer and a specific order.

� Manipulates important ERP data with efficient algorithms 
for reducing information overload.
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Main GoalsMain Goals (2/2)(2/2)

Order Recommendation

Supplier
Relationship
Management

(SRM)

Demand
Forecasting

Market
Basket

Analysis

Customer
Relationship
Management

(CRM)

Customers
Inventory

Suppliers
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Why do it with agents?Why do it with agents?

� Multiple Loci of Control:
9Changes in the goals and behaviors of one 

agent adequate to adjust the whole system.
� Software & Business Engineering 

Perspective:
9Coordination is done easily both in the design 

and the development phase.
� Adoption of Agents - no questions to us
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Why do it with data mining?Why do it with data mining?

� Has been widely used for CRM
� Extended to SRM
� With Clustering
9Deal with noisy data (missing, unknown or erroneous)
9Find non-trivial, unknown, implicit, potentially useful 

patterns
9 Learn and provide quick responses

� Market Basket Analysis and Association Rules
9Discover customer oriented buying habits
9Discover market oriented buying habits
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Responsible for 
producing product 
profiles based on 

historical data

Customer
Customer

Order
Agent

Recommendation
Agent

Customer
Pattern

Identification
Agent

Inventory
Pattern

Identification
Agent

Supplier
Pattern

Identification
Agent

ERP
Agent

Customer
Data

Supplier
Data

Inventory
Data

MAS

ERP

GUI agent for 
accepting orders and 
displaying the final 
recommendation. 

Gets the order 
preferences

and request the 
profiles of the 

involved entities 
from the PIAs

Aggregates and 
manipulates the 
resulted profiles 

into a single 
recommendation

Responsible for 
producing customer 

profiles based on 
historical data

Responsible for 
producing supplier 
profiles based on 

historical data

Transducer from 
XML to ACL. 

Responsible for 
retrieving up-to-

date data.

Profile
Repository

Architectural DiagramArchitectural Diagram
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Final RecommendationFinal Recommendation
Product
Profiles

Availabilities

Ordered Quantities

Split Policy

sS Point

Customer 
& Supplier
Profiles

Order
Preferences

RA

Static Business
Rules

Delivery Quantities

Quantities to Procure

Delivery Days

Due Days

Additional Discounts
(Positive, Negative)
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Conclusions (1/2)Conclusions (1/2)

� Added value without rebuilding or reengineering 
the system
� Reduction of work effort through adaptability of 

business rules and automatic generation of the 
recommendation
� Reusable and customizable system (match 

different ERP platforms with minimum effort)
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Conclusions (2/2)Conclusions (2/2)

YesNoAutonomy

YesNo
Customer Management 
&
Pricing Policy

YesNoSupplier Management

HighLowAdaptability

AutomaticallyIndirectly, through 
reports

Recommendations

YesNoMarket Basket Analysis

ERP + DKEClassic ERPImprovement
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The systemThe system……

� Real-time Environmental Monitoring
� Agents detect ozone alarms and notify 

interested parties
� The application domain 
9Real–time systems management
9Environmental assessment
9Emergency real-time systems
9Real time applications
9Decision support systems
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The architectural diagramThe architectural diagram

Early Alarms

Alarms

Distribution Agent

Diagnosis Agent1

Sensor1

Diagnosis Agent2

Sensor2

Diagnosis Agentn

Sensor n

Alarm Agent

D.B.

Distribution Agent

Semantic

Representation

FeedBack Agent

Human Expert

Human Expert

DISTRIBUTION
SYSTEM

MANAGEMENT
SYSTEM

DISTRIBUTION
 SYSTEM

Measurements

Alarms

Alarms

Short Forecast Agent
Request

Short Time
Prediction
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Diagnosis AgentsDiagnosis Agents

� Diagnosis Agents:
9Get measurements at real-time from sensors
9Verify that the sensors operate properly

� Inductive reasoning engines
9Validate incoming measurements
9Predict a missing ozone measurement level
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Knowledge ExtractionKnowledge Extraction

� From raw data to data-driven reasoning 
9 Quinlan’s C4.5 for decision tree induction
9 Two reasoning engines in Diagnosis Agent:

1. Incoming Data Validation
2. Missing Measurement Estimation
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Validation Reasoning EngineValidation Reasoning Engine
Attributes
O3 The current ozone value
O3_30 The ozone value 30 min ago
O3_90 The ozone value 90 min ago
MinMax60 The difference between the maximum 

and the minimum ozone value in the last 60 min
MinMax150 The difference between the maximum 

and the minimum ozone value in the last 150 min
O3val The corresponding validation tag (valid/erroneous)

Confusion Matrix
Validation Decision Model
Records classified as : valid erroneous
No. records in class ‘valid’: 34,454 21
No. records in class ‘erroneous’: 63 420

Decision Tree Parameters
Size of Decision Tree:   29 (15 Leaves)
Correctly classified records: 99.71%

C4.5
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Estimation Reasoning EngineEstimation Reasoning Engine
Attributes
NO concurrent value of NO concentration
NO2 concurrent value of NO2 concentration
NOX concurrent value of NOx concentration
TEM concurrent value of Temperature
HR concurrent value of Relative Humidity
O3_15 ozone value 15 min ago
O3_30 ozone value 30 min ago
O3Class missing ozone value level (low/med)

Confusion Matrix
Estimation Decision Model
Records classified as : low med
No. Records in class ‘low’: 9905 2,351
No. Records in class ‘med’: 752 4,384

Decision Tree Parameters
Size of Decision Tree:  29 (15 Leaves)
Correctly classified records: 93.80%

C4.5
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Conclusions on EMSConclusions on EMS

� In this scenario, agents act as mediators, 
delivering validated information in a 
distributed environment.

� Inductive Reasoning Agents seem suitable 
for building Intelligent Environmental 
Software Applications
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Distributed Service ManagementDistributed Service Management

Customer of
Company XY

Call
Center Field

Service
Technician

Company XY Subcontractor
of Company XY

Controlling
Department

Service contract

Subcontractor
contract

1. Problem
description

2. Info and
order

3. Execution
of order

4. Invoice

5. Invoice

Management of physical (maintenance) service to be carried out at the 
customer’s location. 

��Web based applicationWeb based application
�� Process monitoringProcess monitoring
�� Automated helpdeskAutomated helpdesk
�� Decision supportDecision support
�� Proactive event predictorProactive event predictor
�� AdaptabilityAdaptability
�� CustomizabilityCustomizability
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Subcontractor
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Petrol Station

<<institutional>>
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Field service
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<<human>>

Call Center
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<<human>>
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<<artificial>>

BUISY

<<artificial>> Controlling
department
employee

<<human>>

Petrol station
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<<human>>

Subcontracting Contract

Breakdown
Management

Breakdown
Financial
Control

Maintenance of Incidental Breakdowns

GUI Agent
<<artificial>>

Authentication
Agent

<<artificial>>

Personal
Agent

<<artificial>>

Broker

<<artificial>>

Directory
Server

<<artificial>>

User

<<human>>

authentication

is-a

is-a

is-a

is-a

Authentication
System

<<artificial>>

customization

system-user
interface

EENEX
Platform

<<artificial>>

development
solution

development
solution

Plausibility
check

<<artificial>>

Technician
Assignment

<<artificial>>

Problem
Solver

<<artificial>>

Request
Assistant

<<artificial>>

Architectural DiagramArchitectural Diagram
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EmbeddingEmbedding Agents Agents intointo a Legacy a Legacy 
ArchitectureArchitecture

AMADEE
Workflow Control

AMADEE
Connector

AGENT ACADEMY
Agent Action

AMADEE
Connector

AGENT ACADEMY
Agent Action

Web Interface

-Full process Control through AMADEE Workflow Control
-Seamless embedding in client‘s and AA architecture

AMADEE
Connector

MS SQL Database

AMADEE
Connector

BUISY system Action

… … …
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Agent Agent CommunicationCommunication FlowFlow
((forfor PlausibilityPlausibility checkschecks))

AMADEE
Workflow Control

AMADEE
Connector

AGENT ACADEMY
Agent ActionWeb Interface

<Request Environment="Development">
<Message Type="plausibility">

<FacilityID>74143</FacilityID>
<Amount>50</Amount>
<Duration>10</Duration>
<UnitID>47085</UnitID>
<SpareParts>

<SparePart>
<ID>9</ID>
<Name>Abdeckband 80 x 2500 x 1,8 mm</Name>
<Supplier>ETC</Supplier>
<Price>28.12</Price>

</SparePart>
<SparePart>

<ID>12</ID>
<Name>Abdeckband rot, neue Ausf. f. H105</Name>
<Supplier>ETG</Supplier>
<Price>33.75</Price>

</SparePart>
</SpareParts>
<SparePartID/>
<Action>Check</Action>
<UnitName>1/2 2306</UnitName>

</Message>
</Request>

<Message>
<Plausible>True</Plausible>

</Message>
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Biotope: A selfBiotope: A self--organizing organizing 
agent community agent community 

� Simulates a parametrical ecosystem, 
with food, traps and obstacles.

� The living organisms of this ecosystem 
are intelligent agents.

� The agents live in an unknown, 
probably “hostile” environment.
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Agent MovementAgent Movement
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Agent IntelligenceAgent Intelligence

� They perceive part of the environment (according to 
their vision capabilities), and learn what to eat and 
what to avoid.

� They communicate with each other (when “in sight”) 
and exchange knowledge

0 00 0 0 001 13 2 3 0 3 0 0 000 0 0 000

Vision Vector
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The scope of BiotopeThe scope of Biotope

� To use the simulating environment for evolution 
experiments.
� To develop the suitable tools for monitoring the 

evolution of the ecosystem.
� To monitor and model agent behaviors.
� To enhance agent intelligence by the use of 

genetic algorithms
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Agent ReproductionAgent Reproduction
Reproduction condition: Energy > 800 units
Reproduction Outcome

1 offspring
Inherits part of the parent’s Classifier set

Dispersal distance ds
Distance: Exp(ds)~(1/m).exp(-ds/m)
Orientation: θ~(0,2π)

Energy variation
Parent: exponential decrease 400 --> 0
Offspring: exponential increase 200 --> 600
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Rule evaluationRule evaluation
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Different Environments Different Environments --
Conclusions (1/2)Conclusions (1/2)……
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Environmental IndicatorsEnvironmental Indicators

Resource availability
Environmental variety
Environmental reliability
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Agent Performance IndicatorsAgent Performance Indicators

Energy 
Effectiveness
Aging
Food Consumption Rate
Trap Collision Rate
Reproduction Rate
Unknown Situation Rate

Agent Intelligence through Data Mining

18/09/2006 260ECML/PKDD 2006, Berlin, Germany

AUTHAUTH

ConclusionsConclusions & Future & Future 
DirectionsDirections

� In agent communities, the emphasis is on how to model the 
common problem.

� The combination of Genetic Algorithms, a classifier system, and an 
advanced agent communication framework, proves capable of 
handling dynamic and complex problems.

� The Biotope infrastructure can be used to model and simulate 
distributed computational systems, where the agents are the 
computational entities, food represents the resources of the system, 
traps resource losses, and obstacles represent system 
incompatibilities. 

� A test case could be a community of agents roaming the Web, 
either collaborating or competing over its digital resources, while 
fragmentarily perceiving their environments. 
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An agentAn agent--based ebased e--auction auction 
environmentenvironment

� Protocol resembles to English double 
auctions
� Many different strategies deployed by 

agents
� Agents: multiple Buyers and multiple 

Sellers that trade over many goods
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The auction environmentThe auction environment

seller
j

seller
i

Auction workspaceAuction workspace
buyersbuyers

bb11

bb22

bbNN

……

…………

Hello!Hello!
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Negotiating agentsNegotiating agents

� Negotiations take place between a buyer 
and a seller in order to reach an 
agreement

buyerbuyer

PROPOSAL

bid1

ask1

…

ACCEPT

bidn

seller

n transactions
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Improving the behavior of a Improving the behavior of a 
buyerbuyer

Transactional Transactional 
Historical DataHistorical Data

Strategy

Rule Base

Data Mining

Buyer Agent

Trend Trend 
AnalysisAnalysis

buyerbuyer

PROPOSAL

bid1

ask1

…

ACCEPT

bidm

seller

m < n
transactions

� Reducing communication by training
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How can DM improve How can DM improve 
decisions in auctions?decisions in auctions?

� The number of messages in a negotiation can be 
decreased
� DM can provide a tool for identifying hidden 

patterns (trends) in the history of previous 
transactions
� Evaluation criteria can be used to update-

improve an agent’s rule base (e.g. fuzzy criteria)
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Part 13 Part 13 –– Open IssuesOpen Issues
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Data mining and intelligent agents (1/2)Data mining and intelligent agents (1/2)

� How to determine safety and soundness in 
multi-agent systems
� How to specify a methodology for developing 

intelligent (through data mining) multi-agent 
applications
� When and how to perform agent retraining
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Data mining and intelligent agents (2/2)Data mining and intelligent agents (2/2)

� How to develop self-improving agents 
through dm 
� How to develop tools and techniques for data 

mining agent behavior
� How to specify dm metrics that take 

semantics seriously into account
� How to evaluate agent “intelligence”
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